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I. INTRODUCTION

Walsh functione’ ~ are binary—valued , periodic functions which

form a complete orthogonal, set on the interval (0,1). Because their

— pulse—like characzter is compatible with the operation of digital corn—

~1 puters and processors, much recent interest has been generated in the

study of the properties and applications of Walsh functions, The

study of the characteristics and capabilities of Walsh functions at

Syracuse University began in 1972. Past accomplishments include the

formulation of a sampling theorem for sequency—limited waveforms,6

Walsh—transform analysis of discrete dyadic—invariant systems,
7 time—

domain analysis of dyadic—Invarlant systems,
8 a c~ltical study of the

radiation characteristics of a linear array of short dipoles excited

by Walsh—shaped currents,
9 
and a clarification of the interrelationships

and transconversion procedures of Paley, Hadatnard , and Walsh functions.
’0

The emphasis of the present grant was directed toward developing

some particularly useful applications of Walsh functions and Walsh

transforms. Many possible areas of application were examined. This

report su arizes the more significant results obtained under this grant.

Three new areas of application have been identified. They are: solution

of difference equations; multidimensional signal processing on a real—time

basis; and noise—error determination of combinational circuits. In addi-

tion, a simple algorithm for obtaining the sequency vector of high—order

Hadamard transform matrices has been developed. These research accomplish-

ments, together with a list of publications, a list of professional

personnel, and the reprints of published papers, comprise this final tech—

nical report.
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II. RESEARCH ACCOMPLISHMENTS

In this section we summarize the more signif icant research results

obtained under this grant.

1. Walsh—transform solution of difference equations — Dyadic opera—

tions are fundamental to Walsh functions and their applications. How-

ever, dyadic—invariant systems, though mathematically and conceptually

interesting, do not correspond to real—world physical systems. In

order for Walsh functions and Walsh transforms to be more useful and

more effective in signal processing and other applications, methods

for their usage in analyzing nondyadic time—invariant systems must be

found, It is essential that the Walsh transforms for time—shifted

functions be related to those before the shift so that important opera-

tions such as time—delay simulation, convolution, and correlation can

be dealt with. We have obtained a relation between the Walsh transforms

of a function subject to dyadic and nondyadic time displacements. By

defining spectrum—conversion matrices, we have demonstrated the ease of

using Walsh transformation to solve linear difference equations.

2. Development of an algorithm for sequency ordering of Hadamard

functions — Hadamard functions, like Walsh functions , are binary—valued

functions which form a complete orthonormal set on (0,1). However,

unlike Walsh functions, the order h of a Hadamard fun ction H(h ,t) is

not equal to its sequency, which is determined from the inverse Gray

code of the bit—reverse binary representation of h1°. In signal—

—2—
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processing work it is desirable that the rows of a Radamard matrix be

rearranged in increasing sequency, resulting in a Walsh matrix. Recur-

sive relations for sequency vectors of consecutive orders have been

obtained, f rom which an algorithm can be devised to generate the sequency

vector of a Hadamard matrix.

3, Development of a general two-parameter orthogonal transformation

matrix —— A procedure frequently used in two—dimensional image processing
is to scan the image sequentially in time, converting it into a one—

dimensional digital signal and then processing it in blocks in the trans-

form domain. However, this conversion alters the relative positions

of the image elements and hence changes the character of the signal. We

have introduced a two—parameter generalized transformation matrix which

reduces to the Fourier and Hadamard matrices under special conditions.

It has been shown that the new trnasformation matrix with appropriate

parameters will preserve the proper relationship in the transform do-

main before and after scanning.

4. Analysis of the stochastic behavior of digital combinational

circuits —- The determination of the output behavior of digital systems
in response to stochastic inputs has been a formidable task because it

cannot be handled by the usual linear algebra and calculus. Logical

algebra and an associated calculus that is digital in nature are re-

quired. We have found Walsh functions to be relevant in this connec—

tion. An n—input Boolean function is expressed as a Walsh series which

—3—
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facilitates the analysis of the statistical error at the output of

a digital combinational circuit due to a signal corrupted by noise.

We think this work represents a very significant contribution to the

analysis of the stochastic behavior of digital combinational circuits.

Further work on this technique will undoubtedly lead to new results

for sequential circuits.
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IlL LIST OF PUBLIC ATIONS 4

Besides the technical report on “Pai.ey, Hadamard, and Walsh Func—

tions: Interrelationships and Transconversions,”
10 

the following articles

relevant to this grant were pul-’~~shed during the epriod covered by this

final report,

1, “Time—Shift Theorems for Walsh Transforms and Solution of Differel3ce
Equations,” by D.K. Cheng and J.J. Liu, IEEE Transactions on
Electromagnetic Cornpatibili~y, vol. EMC— l8 , pp. 83—87, May 1976.

Abstract — Several time—shift theorems for Walsh transforms of func-
tions subject to nondyadic as well as dyadic time displacements are
presented. Spectrum—conversion matrices are defined and a relation
between a function with an ord inary shif t and that with a dyadic
shift is established. Procedures for solving difference equations
by Walsh transformation are given.

2. “An Algorithm for Sequency Ordering of Hadamard Functions,” by
D.K. Cheng and J.J. Liu, IEEE Transactions on Computers, vol.
C—26, pp. 308—309, March 1977.

Abstract — A simple algorithm is developed for ou~aining the
sequency vector of high—order Hadamard transform matrices without
the need for converting the order of individual Hadamard functions
to sequency.

3. “A Generalized Orthogonal Transformation Matrix,” by D.K. Cheng
and J.J. Liu, IEEE Transactions on Computers, vol. C—28, pp. 147—
150, February 1979.
Abstract — A procedure is described for generating a tw —parameter
orthogonal transformation matrix which reduces to the Fourier and
Hadamard transformation matrices under special conditions. This
general ized transformation matrix is particularly usef ul for
multidimensional signal processing on a real—time basis because
it preserves a proper relationship in the transform domain.

4. “Noise—Error Determination of Combinational Circuits by Walsh Func—
t~ons.” by A .U. Shankar and D.K. Cheng,” IEEE Transactions onEl~ctromagnetic Compatibility, vol. EMC—2l, pp. 146—132, May 1979.

Abstract — The stochastic behavior of digital combinational circuits
Is analyzed by the use of Walsh functions. An n—input Boolean function
is repr,sented aa a Walsh series and the error caused by noise is
measured in terms of a distance which is the fraction of time that the
system output due to noise—corrupted signal differs from that due to
signal alone. It is shown that the error can be expressed as the sum
of two par ts: one part depends only on noise statistics, and the other
on both signal and noise. Some interesting properties of both parts
are discussed and typical examples are given.
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The following professional people participated in the research

effort of this grant.
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James J. Liu, Graduate Assistant

Ph.D., January 1977
V Dissertation title: “Generalized Walsh Functions — Theory

and Applications in Digital Systems.”

A. Udaya Shankar, Graduate Assistant

M.S.E.E., August 1978
Thesis title: “Combinational—Circuit Representation and Noise—
Error Determination by Walsh Functions.”
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4
Time-Shift Theort~ms for Walsh Transforms and Solution of mental importance in signal representation , system analysis , and

Difference Equations solution of physica l problems.
Sinusoidal functions are , of course, not the only class ofDAVID K. CHENG AND JAMES J. LIU possible basis functions. One other class that has received

considerable attention recently is the set of Walsh ftmctionsAbstract—Several time-shift theorems for Walsh transforms of
functions subject to nondyadic as well as dyadic time displacements are [1 ]— [31- Walsh functions are binary-valued periodic functions

which form a complete orthonormal set on the interval [0,1).presented . Spectrum-conversion matrices are defined and a relation
between a function with an ordinary shift and that with a dyadic shift Because their pulse-like character is compatible with ~he opera -
is established. Procedures for solving difference equations by Walsh lion of digital computers and processers, they have found many
transformation are given, important applications in such areas as pattern recognition ,

signal and image processing, digita l filtering, sequency multi-INTRODUCTION
plexing, interferometric spectroscopy, etc. [4 ]— [7] . Generalized

It is well known that a square-integrable function or a periodic transform theories using Walsh functions as the kernels have
function can be approximated in the least integrated-squared- been developed [8], [9]. Pichier [10], [ I I ]  has considered the
error sense by a linear combination of orthogonal basis functions, formalism for the use of Walsh—Fourier transforms in linear
Whe n the set of basis functions is “complete ,” th e original system theory . As the main advantage of using Walsh functions
function can be approximated in-the- ...ean with an arbitrarily lies in their binary character , and as continuous Walsh transforms
small error by a sufficiently large number of terms. The most are dtt~Ic~lt and cumbersome to evaluate , Cheng and Liu 112]
commonly used complete orthogonal basis functions in science applied discrete Walsh transforms to the analysis of dyadic-
and engineering are, with out a doubt , sinusoidai functions. They invariant linear systems. However , dyadi c-invariant systems ,
lead to Fourier series and Fourier integrals which are of funda- though mathematically and conceptually interesting, do not

correspond to ordinary real-world physical systems. In order for
Walsh functions and Walsh transforms to be more usefu l andManuscript received Marc h 18 , 1975. This work was supported in part

by the U .S Air Force Office of Scientific Research. more effective in si gnal processing and other applications ,The authors are with the Department of Electrical and Compuier
EngIn ~-ering, Syrai use University, Syracuse , NY 13210. methods for their usage in analyzing nondyadic time-invariant

Copyrig ht  t~) 1976 by The Inst itut e of Electric al and Electronics Engineers, Inc.
Printed in U.S.A. Mnals No. 605 l ( O t ) f .
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systems must be found. It is essential that the Walsh transforms where
for time-shifted functions be related to those before the shift so I — — 

—

that important operations such as time-delay simulation, = = g’ (9)

convolution , and correlation can be properly dealt with.
This paper presents several time-shift theorems for Walsh can be called the spectrum-con version matrix for a k-unit shift,

transforms of functions subject to nondyadic as well as dyadic which relates the Walsh spectrum of a sampled function shifted
time displacements. Spectrum-conversion matrices are defined (nondyadically) by k un its to that of the sampled function before
and a relation between a function with an ordinary shift and that the shift. Equation (8) can be stated in the form of a theorem.
with a dyadic shift is established. As a specific application , the
recursive formula relating the output to the input of a system Theorem I
described by a general difference equation is obtained , and a If F is the discrete Walsh transform of a sampled function!,
numerical example is included, then the discrete Walsh transform of the sampled function

Time shifting in the Walsh domain was studied by Brown ~~~~~ by k units , J _ ,, is F _~ = ~~~~ where ~~~~~ = a’ -
[13], who made use of the Hadamard matrix instead of the For convenience , let .~~ be the spectrum-conversion matrix for

-• Walsh matrix. The emphasis in Brown’s work was mainly on a I-unit shift; that is,
Walsh-domain applications of some signal-processing problems. = 

Ia ’Solution of difference equations was not considered. A — - — - i .  (1

We may write
WALSH TRANSFORM OF TiME-SHiFTED FUNCTIONS — — — — —

In this work we confine our attention to sampled time functions 
—and their discrete Walsh spectra. Sampled time functions are = W ~‘7_ 1W (11)

represented by column vectors. Their discrete Walsh spectra in
the sequency domain , also represented by column vectors, are where
obtained by premultiplication with a square Walsh matrix of the 0 0 0 - -
proper order. Thus let f(i) denote the N x I (N = 2”) time 1 0 0 .

~~~
. 0

vector, then its Walsh spectrum or discrete Walsh transform , — 

a’ — ‘ — 
0 1 ‘~~~ 0

F (I), is — i  — 
0 1 ‘•

~~ 0 
(12)

F = W f  (1)
0 10

where f l 7  is the N x N Walsh matrix whose rows and columns
are Walsh vectors ordered in an increasing sequency, and hence is a unit-shift permutation matrix which is an identity matrix
is different from the Hadamard matrix. The inverse relation with th e last row moved up as the new first row and all other
o f ( l )  is rows shifted down one unit. It is clear that J ...~ raised to the kth

power will effect a k-unit shift. Hence,
f =  ~F = J a ’~ (2) (L l) ~ = L k = W kW~~ (13)

The ith element off can be written in a summation form and, from (9), we have

1(i) ! N~~1 
F(l)W(l ,i). (3) ~~~ 

= = W_i(a’_5W_ 1)W
N i= o 

=

or
A shift o fk  units in f will change the ith element tof(i — k), 

= (W_iT W )(f l 7 _ 1j a ’)  .

f _ 5 ( i)  = f ( i  — k)  = 
N~~ i 

F ( l)W(I , I — k).  (4)  = ,~ k (14)
1 — 0  Equation (14) enables us to state the following theorem.

In matrix form , (4) leads to the sampled shifted function
Theorem 2

= (W_5F) (5) The spectrum-conversion matrix for a k-unit shift is equal to
N the kth power of the spectrum-conversion matrix for a I-unit

where W_ 5 is the Walsh matrix W with its last k rows moved up shift.
as the new first k rows and the original first N — k rows each We now ill ustrate the use of the spectrum-conversion matrix
moved down k units. fV .5 can also be written as a square matrix for finding the Walsh transform of a shifted sampled time func-

whose columns are the Walsh vectors with sequencies from 0 to tiOn by an example.
N — 1, each shifted by k units: Example I :  A sampled time function is represented by the

column vector
= [JV _k (0), fJ~...5(l), . - - , ~ —~(O, - - , W_~(N — l) j .  (6)

Let F _ , be the Walsh spectrum of f . k ;  that is,

= (7) f ( i)  = 
, (15)

Then , from (5), we have

~~ = . WR~ 5 F = P~5 F (8)

- -,- -- - - -
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Determine the Walsh transform of the shifted time function In a matrix form, (19) leads to
1(1— I). F — t a ’Solution : We can find the desired discrete Walsh transform — 

-‘

F _ 1 in two ways. = C~F (20)
a) By F. 1 = a’j .5 . . . -where C~ is a di agonal square matrix with elements W(j ,l) ,

= Wj_ 1 I = 0,1,’’ - , N — 1 in the diagonal

I I 1 1 1 1 1 1 1
I 1 1 1 —1 — l —I — l 1 — W(j 1)
1 1 — 1 — 1 — 1 — 1  1 1 4  C~ = . . (21)

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~IID ‘ wU, N l )

I — I — I I — I I I — 1 4 Analogously to ~~~ in (8), C~, is the spectrum-conversion matrix
I — I I — I — I I — 1 1 3 for a 1-unit dyadic shift , which relates the Walsh transform of a
1 — I I — 1 1 — 1 1 — 1 1 sampled function shifted dyadically by j  units to that of the

21 
sampled function before the shift.

Theorem 3

I If F is the discrete Walsh transform of a sampled functio n f,
= , (16) then the discrete Walsh transform of the sampled function

— shifted dyadically by j  units , f ~ , is F~~ = C,F, where ~ 
is a

— 
diagonal matrix with elements W(j,l), / = 0,1,. -- , N — I in the

— 1 
diagonal. 

—

— 
It is clear that the matrix C~ possesses properties similar to

b) By F _ 1 = ZF, where 2 is obtained from (11) and F = Wf those of Walsh functions. In particular ,

= AF Cjei~ 
(22)

1 0 0 0 0 0 0 0 21 and there does not appear to be a simple way to derive C~
0 4 4 0 0 — 4  4 0 3 from C~.
0 —4 4 0 0 4 4 0 — 7  Example 2: For the sampled time function J(i) given in (15)

— 
0 0 0 0 1 0 0 0 3 find the Walsh transform of the dyadically shifted time function
0 0 0 — i  0 o o 0 — s  f(i~~~1). 

—

0 — 4 —4 0 0 —4 4 0 — 7  Solution : We can obtain Fa i either from W4 or from C~F.
0 — 4 4 0 0 — 4 — 4 0 — 1 a) From WI’01. We first derive f ( i  ~~~ 1) = 4 i from the given
0 0 0 0 0 0 0 — 1  1 f(i) in( 15)

21

—~~ 2

= . (17) f ~ = - (23)

With (23) we find
Of course the results in (16) and (17) are the same. Comparing
the two column vectors in (17), it is obvious that F_ 1 cannot be F01 = W41
obtained from F by a simple rotation of elements. I i I I I I 1 1 4

WALSH TRANSFORM OF DYADICALLY SHIFTED FUNCTIONS 1 1 1 1 — I — I — I — I I
1 1 — l  — l  — i  — l  1 1 2

From (I), the lth element of Fcan be written in a summation 1 1 — 1  — I i I —l — I 5
form 

N — i  
= 

1 —
~~ — l 1 1 —l —I 1 3

F(l)  = ~ W(l ,i ) f ( i ) .  (18) 1 —1 — l  1 — l  1 1 — l  4
1 —1 1 —1 — 1  1 — l  1 1

The lth element of the Walsh transform off  dyadically shifted 1 — I I — 1 1 — I I — 1 1

by j units is 21

F0, (l) = W(l,i ) f ( i  ~ 1) 

— 24
= ~ W(l, I ~~~ 

j ) f ( ’)  
— 5 . ( )

~— 0 7

= ~ W(l ,i ) f ( i) W ( l ,j ) .  (19)

—--- - -  ~~~~~~~~ - -
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b) From ~ 1 F. Here we need to know F = WI’ which has been formula of the system governed by the difference equation. Both
found as the first column matrix in (17). We have procedures are illustrated in the following example.

F, = 

~ 
F Example 3

- 21 
Solve the following difference equation:

2y(n — 2) + 5y(n — I) + 2y(n) = x(n). (30)
I c-,\ —7

= 
1 ~

) 3 Solution: a) To solve (30), we write it in vector form using
— 1  

1 
~~ column vectors to represent discrete samp led functions

0 — l  
1 

2L2 + 59~~ + 29 = 1. (31)

If P and X denote the discrete Walsh transforms of 9 and i,
21 respectively, then the Walsh transformation of (3 1) yields , in
3 view of theorems I and 2,

= (25) (272 + 52 + 21) ? = X (32)

7 where A has been given in (II). Consequently,

— I  P = (222 + 57 + 2 1yIA 7 = III (33)

where 
~~~ 

is obtained from (21). with

11= (2A2 + 57 + 21)~ (34)
RELATIONS BETWEEN DYADIC SHIFT AND ORDINARY Siiivr

By combining (8) and (20), a relation between the Walsh which is effectively the transfer function in the sequency domain .
Spectrum of a dyadically shifted function and that of a non- The solution of the difference equation is then
dyadically shifted fu nction can be easily established 

—
5 = W~~ ? =

F,5 = 
~~if-k (26) —

= fl~~- if l W~~~. (35)
where

— — — — = b) To obtain a recursive formula in the following form
= 

~
‘k~~ — k = ~~~~~~~~ (27)

y(n) = a0x (n) + ai x (n — 1) + - - .  + a5 1 x(n — N I) (36)
The inverse Walsh transform of (26) then relates a dyadically
shifted sampled function with the sampled function shifted in the where N 2m and the coefficients a0,a 1, - .a,, are to be rou nd,
conventional manner by the same number of units we observe that it is tantamount to writ ing the transfer function

Hi n (34) as
45 = W DJ VJ _5. (28) 

= - = =
H = a0 ! ’i- a1 A + - ‘  + a~~~4~~

t (37)
Equations (26) and (28) will prove to be useful in Walsh trans-
form analysis of linear systems. The inverse relation of (28) since the Walsh t ransformation of (36) should lead to (33). Pre-
fol lows di rectly: and postmu ltip lying (37) by W and U7 ~~~~, respectively, we

obtain, by virtue of (11),

f _ k  = - (29) 
~~~~~~~~~~~~~~ = aol + a~I~ + ‘ ‘ ‘  + a~ ~~~~~ (38)

SOLUTION OF DIFFERENCE EQUATIONS The coefficients a0,a ,, - ‘ - ,a~ can be determined easily from (38)
With the aid of theorems I and 2, we can determine the for any given H by inspection.

solution of a difference equation by Walsh transformation in a For the present example , A has been given in (17) for N = 8.

straightforward manner. Moreover , we can obtain the recursive From (34), we have

0. 1 1 1 0 0 0 0 0 0 0
0 0.029 —0.029 0 0 —0 .147 — 0 .147 0
0 0.029 0.029 1) 0 — 0. 147 0.147 0
0 0 0 0 — 0.200 0 0 0 39— 0 0 0 0.200 0 0 0 0 ’

— 0 —0.147 0.147 0 0 —0.265 —0.265 0
o 0. 147 0.147 0 0 0.265 —0.265 0
0 0 0 0 0 0 0 — I

L . ~~ _ _ . _  - ..  ~~~~~~~~~~~~~~ -—~~~~~~~~~~ -.- - — . _ - - - — -. 
~~~~~~~~~~~~~~~~~~ ~~~~

-- •- - 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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Pre- and postmultiplying H in (39) by W and W - i
, respectively,and observing (38), we obtain

—0.170 0.336 —0.170 0.089 —0.052 0.042 —0.052 0.089
0.089 —0 .170 0.336 —0. 170 0.089 —0.052 0.042 — 0 .052

—0 .052 0.089 —0.170 0.336 — 0.170 0.089 —0.052 0.042

= 
0.042 —0.052 0.089 —0. 170 0.336 —0.170 0.089 — 0. 052

— 0 .052 0.042 —0.052 0.089 — 0. 170 0.336 —0 .170 0.089
0.089 —0.052 0.042 —0.052 0.089 — 0 .170 0.336 — 0. 170

—0.170 0.089 —0.052 0.042 —0.052 0.089 —0.1 70 0.336
0.336 —0.170 0.089 —0.052 0.042 —0.052 0.089 — 0 . 170

= —0.1701 + 0.089L1 — 0.052L2 + 0.0421_3 — 0.052J_~
+ 0.0891_ i — 0.1701_6 + 0.336L 7 (40)

.1
which is in the form of (38). We can then write H in (34) in the solving difference equations by Walsh transformation have been
form of (37) shown.

II = —0.1701 + 0.0892 — 0.05272 + 0.0422~ 
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Hadamard Transform Matrix Sequency Vector

~l I I I I I I I (I
I — l  I — l  I — l  I — l  7

-— 
I I —1 — l I I — l  — 1

II = I — l  — l  I I — 1 — l  I ~~~, 4 ( 7 1
I I I 1 — I  —l  — I  — I  I
I — l  I — l  — l  I — l  I 6
I I — l  — l  — l  — 1 I I 2
1 — l  —1 I —1 1 1 — 1 5

where the sequeney ordering is expressed as a column vector for conve-
nience. If the rows of the Hadamard matrix are rearranged in increasing
sequency. it becomes a Walsh matrix which finds important app lications
in image processing and tither areas. The question arises: what are the
sequency vectors of the 16 X 16 Hadamard matrix and of :32 x 32 and
higher order Hadamard matrices? The answer ti this question ci. nii i

An Algorithm for Sequency Ordering of Hadamard obvious and the hit .reverse inverse Gray code procedure applied to each
Functions row (if the Hadamard matr ix  is tedious. In th e following we develop an

algori thm for obtaining the entire sequency vector by inspection

l )AV II )  K. CHENG AN D JAMES J. LW Asse r ti on: Let 
~~

,,_ i he the sequeacv vector for the 2’
Hadamard m a t r i x :

Abs tract - A aimp le algorithm is developed for obtaining the
sequeney vector of high-order Iladamard transform ma t rices 

—
without the need for converting the order of individual Hadamard .~~. -

func tions to aequen cy.
C,, . .

Index Term s— Hadamard functions , sequency (ordering), Walsh The n the sequeni’v vector ~~.. for the 2’ >< 2’- Hadamard mai ns
functions. d ,,

d 1
‘s ., = 91

Hadamar d f u r i c - i i i s n s  I l l ,  l ike Walsh functions (21, are binary-valued
funct i ons  wh ic h form a complete orthonormal set tin ( U I ) .  However, d~. -
u n l i k e  W al sh  fu nc t ion s , the  order 6 iii a Hadamard function H (h .f ( i s

- . . . wheres i t equal to its seqtiencv , which is defined as the number (if zero crossings
in the unit interval . It is known that the sequencyofa Hadamard function d 5 = -

~ ( I i
can be determined by fi nding the inverse Gray code of the hit .reverse of
the binary representation of itsorder I ll , I’ll . Concisely, if the binary form d-: c i = (2” — I) — c&.. A = 0.1. - - ‘ .2’ - — i . ( I l l
il h ii. 

This assertion (‘an be expressed more cisnciselv as ’s. ~A = .‘s , 1k i and
( h )  = (h~~~h h.h~ l . ( I )  .‘s.,) 2k + 1) = 2’  — II —

t’roiif: We shall  prove the  two recursive formulas ( 1 1 ) )  and ( I I  sep
then  its hit-reverse ci. aratelv .

h — 16 6 fi 6 I i )  d,, = C5:
— S - .~ ‘~ - i — i  Let the  b ina r y  r epresentation of the sequentv order A ’ )  ~~.. lie

The inverse Gray cod e of ( h )  in ( 2 1  ii.- A l .  = ( a .  ~~ O a ’ O i ) : ( 1 2 1
u i .  ( t i c i . ,  I ( 3 )  . .  -then i t s  b it -reverse 1k I - is

w ith
1 131

= 

~~

, 6, ~~ From (141 the binary representation of ’ sequencv order 2k in ~~ . is seen

where ! denotes a dyadic or log ical summat ion .  (u -) 1 is the binary form 
to

sf t he  seq sien c-v of H)tt . t I. 
= 

(2k I-. = (a ,, a ,, ‘. ‘ 0.0 01 I l4  I
The Hadamard mat r ix  H,, transforms a set of N = 2” sampled data

in the time dom,gin to a discrete set of N values in the sequency domain , whose hit-reverse is
The h h  row of fl5 represents the values of the Hadamard function H(h .t )  ( 2 k )  = l O a n . .  ‘0 . , ii , - I US)
where 6 varies from 0 to N — 1. The use of Hadamard transformation is . -

convenient because of the ease of generation of a Hadamard matrix of It is evident that the ins’erse Gray code tif (2 ~ I in I 151 us n u m e r i c a l l y  the
an arbi t rary  order from the basic Hadamard matr ix  same as that of I A ) .  in ( 1:3 ) .  Hence, d ,  = c~ 

-

= ~I i i  h i d 2 5 , ,  = (2 ” — 1 ) — c - k
H 1 = 

~ I 
(~~) Because of (6 ) . the  above relation is equivalent to

by the  following recursive formula: d , ,  + d~~, i 2” — I .  16)

H,,i ÷,,
~ 

H,, 0 H , , ,  ( 6) From ( 10) ,  we can write immediatel, ,-

where ® denotes a Kronecker product (3(_ (5( . In particular , for it :1. the (2k + I I .  a,, . a a a~ l )  (17)
S X 8 Hadamard matrix and the sequency ordering of its rows are. re- -

spectivelv, and

) 2k + I ) ( l a i a . ’ ’ ’ u . . ’a. i t  1$)
Man ’i ’.c- r i pt  re -eived .Ju ls- :0 . l97~ . revised t)ecemher 29. l97~. and A pril lsi .

l9 75~ 
Let (() ! t 12 . ’. I , . . . !~~. 1 and I l l i i~ ‘‘.7 , . ‘ 1,, i ( be . respecti - .

‘l ’h ea i i t h , s r sa r e wi t h  the I) ep ar iment of Electr ic al and (‘simp ii ie r  Engineer ing,  inverse Gray code of (2k ) in  US )  and (2k + I ) .  in (1 8) .  We have. In
Svra,-,i,w I fl is p r. ,  Iv . Syracuse , N’s ’ t t 2  u s  (4).

Copyright © 1977 by The ltjttitute of Electrical and EIeet~onics Engineers, Inc.
Printed in U.S.A. Annals No. 703CX022



I lii)ii’ )’I 5 ’si  i I’~’,I ~‘ :109

I, — t ) S n ,  * ii S ‘ . . S ii - i = 1 .2 , . . a — I (19s

and

! = I 5 , i O c i S ’ ’ ’ Sc i  i = l .2. ’ ’ ’ .n — I  1201

~ here S dcii, ,tes dyatlit- sir logica) adtht it in It is ,c1 i ’, ic ‘ii,, I ri an i I 95 and
15 11 thai

I, # 1 . = 1 . s I t s

He iur .
(i t/ i / .  ‘ ‘  ‘ I . , — i ( + ( I ! ,! 

(Ill

and i l i i i  t c , l l i , w , ,  d irr i -t ls - ‘l’he p nial l  of our assertion is now compit-le

• ~ n algorithm based on recursive tormulas ( I i ) )  and ( I I )  call lie devised
to generate .~~. and .~ ,, . In order to find .

~~, and .~~
- . knowing ,~~, i n s TI .

not e tha t , i , , r t he 16 X 153 Hadamstrd matrix,  it = 4 anti 2 — I l[~ ‘I’hc
tra nspose , , f . ’s~ (‘an be wr i t t en  down immediate ly  by inspection:

~~ = ( o  1 5 7 5 3 3 1 2 4 11 1 1 4 6 9 2  13 .” t t i j .  12 :0

Similarly, for the 32 X 32 Hadamard matr ix , ii 5.2’ — I = II , and the
transpose of the sequencv vector .~~‘, is

~~ , = (0 31 15 167 24 5 3 2 3  :( 28 12 19 4 27 II 20

I 30 14 I T 53 25 9 22 2 29 13 18 5 253 10 2 11. ‘2 3

Each numbe r in s2 :1i and 5241 represents the sequencv ‘it the corre-
sponding Had omard fun ction in the Hadamard matr ix .
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A Generalized Orthogonal Transfo imatio n Matrix

DAVID K. CHENG AN t) JAMES J. LIII

.lIn:ract A procedure is described for generating a two-
parameter orthogonal transformation matri x whi ch reduces to the
Fourier and Hadamard transformation matrices under specia l condi-
tions. This generalized transformation matri x is partic ularly useful
for multidimensional si gnal processing on a real-time basis because it
preserv es a proper relationshi p in the transform domain.

— Index Term,c - Fourier transform , Hadamard transform , ordio-
gonal transform , raster scan, signal processing.
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I ” .. I KS iDt S t i l l’s When raster scan is used to convert ~ in (3) to a one-di mensional
A pro cedure fre quently used in two-dim ens ional image proces. 16 x I column Vector s- . a 16 16 transfor mation ma t rix P16 is

sing is to scati the image sequentia ll y in time (raster scan), con- con ven itonally used to obtain its Fourier trans f orm X , To save
ve r t in g it into a ot ic-dimension al digital  signal and then space. we write
processing it i t t  blocks in th c transfor m domain [I). [2) The scan- 

~
‘1 ~p s-~ =ning process, in effec t, transmits a two-dimensional matri x in the ‘ i I S  I iii

form ot a one-dimensional column matrix (vector). For example . [31. 0.058 — J2 935. —13.828. - . 1 141 + J1.539.
the matr t s signal or image

1 , 2.555 + j 12.6 1, —j l .8 28. — 1.473  + JO 136.

- ~ i’~ a 1  — 1 , — 1.473 — j O.136. jI.828, 2 255 — 1 12 .6 1 .
I’~ 1~

j  
I , — 1.14 1 — j l 539, j3.82 8. 0.058 +j2.935 ] . (6)

whe re
would be scanned and trat ismitted as whose transposition , s- ’, is

I I I - .  I
= [a i a2 a.  h~ I’2 b~ C C 2 c 3). (2) I e” ~ “ ‘~ 

S~ S

However , this conversion alters the r el ati s -e positio ns of the ele- F 16 = 1 e~’ ‘~ e” 2 . . .  ~~~ ~~ 4 
(7)

ments, and the autocorre lation of s- [or of v ’ in (2)] is obviousl y
not the same as that of in ( I ) .  It is seen tha t , in ~~. h~ is close to a i I i’m’ eu ~~, 4 . . - ~~ 2l)’i  4

and c~ whereas, in s- or v ’. h i is - qu i t e  far from a~ and c1 hut is now
close to a . Hence , the scanning process changes the character of and
the original image , and processing in the transf o rm domain after s--

i = [2 1 3 4 1 2 3 0 2 4 1 1 3 1 0 3]scanning may not yield the desired results. (8)
This corres pondence int roduces a two-parameter generalized 

-transformation matn x which reduces to the Fourier and Hada- Obviously. X~ in (6), when rearranged in a two-dimensional for m.
mard transformation matnces u nder special conditions. It i~~ 

is not the same as in (4). We seek a new orthogonal transform
structured on the m-ary number system using m-adic (modulo m) matrix which will alleviate this discrepanc)
operations The general ized matnx can be generated from a basic
core matns in a relatively simp le manner. It will be shown that the THE CORE M A T R i X

new transfo r mation m atr i x  with appropriate parameters wi ll In general , a two-dimensional image signal may comprise
preserve the proper rela t ionship in the transform domain before m x m elements: that is , there may be m rows each containing m
and after scanning and that m-adic operations based on the m-ary elements. Raster scanning makes the first element of the second
number ~~stem are inherently relevant in ~he processing of m x m row (which is spatially close to the first element of the first ro~ )matrix signals Ahmed et al [3] discussed the generation of a the (m + I)th element. Conversely, the reconstruction of an image
famil y of discrete orth ogonal transforms for a given periodic dat a from a one-dimensional dig ital signal puts the  (m I )th element
sequence Their emp hasis was in factoring these transfo rm at the head of the second row wh i ch is close to the firs t elemenl of
matrices into a product of sparse mat rices and was not concerned the first row. This suggests a stm il ar ity wi th  t i e  s t ru cture of an
with preser sing the character of the scanned i mage. m-ary n umber system

We define an m s m basic orthogonal transforma tion mat r ix  as
Psst iMINAKiES follows:

Consider a simple 4 x 4 ma t r i x  signal I I I
I e - - - - J( - i I’ —

2 I ~ -~ = I e “‘ “ e ~~‘ 
i~ 4-  —

= 

~ 
.
~ 

(3) 
I t ’ ~~~ — - - (‘ ‘5— i i i ~~ i ~~ - —

~~~l 0 ~~

Its two -dimensional discrete Fourier t ra nsi orm. .c , . is easily oh- 
(9)

tam ed [4]. [51 We have is an m-ar y matn x of the first order and it is - easy to verif y
that  (on a matrix denotes the transpose complex conjugate . or

3 1 I I I adj oint , of the mat r ix)

= 
2 + ,i - - 6 + i l l  2 - j l  2 

~ (4) ~~~ i~~~~ I = PII L (10)I ~ — I
2 / 2 2 + ~3 6 j I  I where I t s  an m x m identit~ matnx We shall designate the ortho-

gonal 
~~~~~~ 

as the  i - li r e niatr i s- - We note  here  t h a t  m is- not restrict ed
where thc 4 x 4 Four ie r  t ransformat ion  m a t r i x  r, ~ to be an integral power of 2

I I I I THE ( , F N I ’ R A i l 7 I - ij T R s-N S F O R M S T I t i \  M s - T K i X

— I -i - I +
1 The core ma t r i x  (

‘
~~~~~ may be es-tended to higher orders h~— 

I - I I I (5) Kronecker multiplication [4], [6)-

I ~ j  I / = 
~

,, 

i ~~~ ( I I )

I 

- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - - - -
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where ~~~~~ is an m- ary matr ix  of the ,t th order. It has a dimension R ~~ — 
~~~~ ~~~~ 

~~ 
. 

~ ~ m + 
-

m’ x ~n’ and is also orthogonal. We note that 
~~~~~~~ 1) is a — 

~~~~~~ 
~~ fir ~ 5 2 Ji, i  Y vi ii

Fourier matrix and that ~ 2,(m = 2) is a Hadamard matrix.
Hence, &.,., may be called a qene’ra li:ed transformation marri.x 

~ ‘x(~ ® j ) y’tj), (18)
which reduces to Fourier and Hadamarfi matrices for particular
values of the parameters m and n. It is important to observe that, which is exactly the element in the one-dimensional R v, corre-in general . sponding to the (i i ,  i2)th element in the two-dimensional L,

= P ~ (1 2) shown in (16~~~ Z ,I  ~.2 - The second-order generalized transformation matrix &.2 rnust
and be used on R5~ to obta in the m2 x I power-density vector S.,:

* C2,6 = H 2., (13) .s~ = ~~~~~ = X9 ’ ?;, ( 19)
where i~2 is th e Hadamard matrix of the 26t h order [6]. where ~~ Y~ is a termwise multiplication [7). S in (19) rear-

For the 4 x 4 matrix signal in (3 ), we t ransform it by 
~~~~~~~~ 

Since ranged as m x m matri x will be the same as
is the same as P4 in (5), we obtain the same result in the 

,~ ~~ 20t ransform domain : that is , X~ = C,IJ . ‘&.~. which equals the X, = ‘J ,i “vy ”...l
in (4). With raster scan , the resulting .~ should be transformed by The same conclusion cannot be drawn if C...2 and C,.~ arethe 16 x 16 matnx &.2 : replaced by P...2 and P.,,, respectively. As a consequence, a

— - — 
distorted power-density spectrum would be obtained if the con-

G4,1 G4,1 G41 C.,i ventional Fourier or Hadamard transformation matri x is used
— — &,i —J& . i ~~~~~~ J & ,t  with a scanned signal.4 .2 4 i ‘ S i  — 

~~ &.i &,~ — G 4~ 
‘ For the given 4 x 4 matrix signal ~ in (3), the autocorrelation

&,i J G 4 ,~ —C4.~ —J&.i ma t rix ~~ ., is, from (16).

(14 ) 85 60 44 60
— 58 40 58 78It s readily shown that R5 40 62 80 62 (2 1)

= 64 5  = 58 78 58 40
[31. I — I .  I . 2 +j ,  — 6+/il , 2 — j 3 , 2 — f .  . . -and the power-density matnx is , from (20).

5, — I . — 3 . — 1 , 2 — f .  2 + j ,  2 + j 3, — 6 — j l l ] ,

‘is~ 
961 I I 1

- - . .-‘ ‘ ~~~~~_  5 157 13 
~ (22)s-s htch is the same .s the one-dimensio nal scanned version of X 9 or . 25 I 9 1

of ~~~~ in (4). The proper relationshi p i n the transform domain for 5 5 13 157
the two-dimensional si gnal is t herefore preserved for the one-
dimensional signal after scanning. Inspection of (15) and (22) reveals immediately that the relation in

(19) is satisfied.
CORISEi .ATio ’s FUNCTIONS If quadri-adic addition is not used , the trans posed autocorre la-

We have seen from ( I I )  th at a generalized transformation tion vector of the scanned ~ would be
matr ix  of a hi gh order can be generated from th e core matrix by 

—K ronecker mu lti plication. The core matrix is basically built on an R~ = [85, 54. 46, 78. 58. 40, 74, 68.
m-a ry number system. The propriety of using m-adic arithmetic in 40. 68, 74. 40. 58, 18. 46. 54). (23)dealing with m x m two-dimensional images can be further
demonstr ated by considering the correlation functions. which bears no simple relation with ~~ in (2 1). Furthermor e , theThe (‘ i. i2)t h element of the cross-correl ation matrix of two discrete Fourier transform of R~ in (2 3). after rearrangeme nt , ism x m si gnals -~ and ‘ can be written as

— - i  — - i  961 8.617 14.66 3.668
R 55(i I . 12) = ~ .x(i~ ~ Ji .  i 2 ~~ fi )  = I 165.5 3.343 2.187 (24 )

ii O i i = O  I 2. 187 3.343 165.5
* 

. . 0 � i 1, i2 � m — I 1 3.668 14.66 8.617
y (Jt .32 ) :  0 �f i , f2  

,,z m — 1 (16)
Compared with 

~~~ 
in (22), S”. in (24 ) is obviously incor rect : so also

where * denotes complex conjugate. The sym bol ~ represents an will be the results of subsequent steps of signal processing. On the
m-adic (or modulo m with no carry) addition. Raster scanning other hand, when the generalized matr ix  C4,2. derived in accor-
converts the two-dimensional m x m matnces ~ and ~i into one- dance with (14), is used to transform the scanned version . R~, ofdimensional m2 x I vecto rs ~ and ji . For examp le, the (i t .  i 2)t h R , in (2 1) , we obtain
element in ~ will appear as the ith element in .~~, where 

— 
—

5 4 . 2 a,
i = i 1 n i + i 2, 0 < i ~, i 2 < m — I .  ( 17) .

which, when rearranged in a two-dimensional form, restores the
R ,,(i i,  i 2)  in (16) therefore can be rewritten as power-density matrix S’, in (22~

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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Noise-Error Determination of Combinational Circuits
by Walsh Functions

A. UDAYA SHANKAR AND DAVID K. CHENG , FELLOW , IEEE

Abstract—The stochastic behavior of digital combinational circuits is comparable facility exists for digital systems, such as those
analyzed by the use of Walsh functions. An n-input Boolean function is employing th reshold-type devices and discrete.valued wave-
represented as a Walsh series and the error caused by noise is measured form s. Given input statistics and digital-system transformations,
in terms of a distance which is the fraction of the time that the system it is, in general , a formidable task to obtain the output statis-output due to noise-corrupted signal differs from that due to signal
alone. It is shown that the error can be expressed as the sum of two tics. An obvious reason for this difficulty is that digital-device
parts: one part depends only on noise stat istics, and the other on both (such as a transistor-transistor logic (IlL) gate) models are not
signal and noise, Some interesting properties of both parts are discussed linear RLC models and cannot be handled by the usual linear
and typical examples are given, algebra anj  calculus. Logical algebra and an associated calculus

Key Words: Noise error , digital combinational circuits, Walsh that is digital in nature are require d [1] .  In this connection,functions.
Walsh functions have been found to be relevant [2] —(5 1 . This

I. INTRODUCTION paper expresses an n-input Boolean function as a Walsh series

T HE OUTPUT behavior of linear (and some nonlinear) and defines the error at the output of a combinational circuit
analog systems in response to stochastic inputs can be caused by noise as the distance between the responses to the

determined in a large number of cases. However, no such signal and to the noise-corrupted signal inputs. The use of
Walsh functions appears natural here and does, in fact , facili-

Manuscript received June 5, 1978; revised October 9, 1978, This tate the computation of the system error (6], [7].
work was supported in part by the Air Force Office of Scientific Re- It will be shown that the error can be obtained as the sum
search, Air Force Systems Command, USAF under Grant AFOSR-75- of two parts: one part depends on noise statistics onl y, and the2809.

The authors are with the Department of Electrical and Computet other depends on the characteristics of both signal and noise.
Engineering, Syracuse University, Syracuse, NY , (315) 423-4395. For independent and identically distributed noise processes.
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the first part is invariant over each of ’ certain equivalence B I N A R Y
VECTOR INPUTclasses of Boolean functions. Under certain condition s of noise

and signal-component processes , the system error is expressible N INP U T
OUTPUTas a polynomial function of the expected values of signal and x 1 ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ( 0,1)of noise . Some interesting properties of the error polynomial

will be discussed . The Boolean functions of two combinational XN 1  CIRCUI
circuits are studied , and the system errors are computed and -

X C V
N O R D Nplotted for various statistics of signal and noise . Fig. 1. Schematic diagram of an n-input combinat ional circuit.

II , PRELIMINARY CONSIDERATIONS as
Any n-input combinational circuit S can be represented by

• a Boolean function that maps every binary n-tup le to either 0 ~ 
= D~[ 1(t), X N ( t ) 1 .  ( 4 )

or I .  Let the set of all binary n-tup les be denoted by V,~. Then
A more precise definition for ~~ will be given later .

= {(x ~_ 1, x,,_ 2, -“ , x0 ) : Xj E {0, 1}, We assume that the noise is also a binary process N (r )  =

for 0 ~ i < n} . (I )  N~~~1 ( t) ,  N~_ 2 ( t) ,  “ , N~(t) > E V5 : t E 1’) and is added to
1(t) dyadically to yield

Since an n-tup le can be considered as a vector , it is convenient
to denote (x ,,. ..1, X n_ 2 ,  “ , x~ ) by i. Let x stand for the XN ( t )  = 1(t) aAT(t). (5)
intege r whose binary representation is .~~. we have

The dyadic addition in ( 5 )  is appropriate inasmuch as a corn-
bined input digit is in error if . and only if . the corresponding

x = ~~ x12~. (2) noise digit is 1. Consequently, Walsh functions can be used to
1 0  advantage in noise -error determination.

Walsh functions , denoted by Wal ( ) .  form an orthogonalEquation (2) establishes an equivalence between {o, 1 , 2 , basis on 1’,, [8], [9] . For i E D~ and i E Vi,, the Fladamard .2” — l}, denoted by D~ , and V~ in (I). Any function or ordered Walsh functions (10] , [11] ,  areope ration defined on V,~ is thus also defined on D~. Fig. I
shows a schematic diagram of an n-input combinational circuit
with a single binary output. ~ ij X j

Dyadic operations are fundamental to Walsh functions and Wal (i, ~
) = (— 1) 1=0 (6)

hence on D~) , is defined as follows. For any i and j~ in V,,, Wal (i, ~) E (I, — I }. The following properties can be readily

their applications. Dyadic addition , denoted by a (on V,,, and where the notati on conforms with that in (2). Obviously,

verified [8] , [12] :
x ay  (x ~_ 1 °Y~~~i~ Xn_2  0Y~-2~ 

“, X0 °Yo >E V,,

(3) a) Wal (i, x) = Wal (x, j ) (7)

where b) Wal (i, 1) Wal (/, i) = 2”6~, (8)
j E V,,

O a O = l a l = 0  (3a)

O a l = l a O = 1 . (3b)

where 8,, is the Kronecker delta
and

c) WaI (i, i a j~) = W a 1 (1, ~)WaI(iJ). (9)

In fact , (Va, 0) forms the dyadic group for which Walsh func- III , EQUIVALENT BOOLEAN FUNCTIONS AND THEIR
tions are the character functions (8]. WALSH REPRESENT ATION

For an input 1(t) {(X ~_ 1 ( t) ,  X~_ 2 (t) ,  ‘- ‘ , X~(t) >: for Because Walsh functions form an orthogonal basis on V,,,
t € T, X~(t) 6 {0, 1}, for 0 ~ I <n}, where each X , (t) is a we can represent any Boolean function as a Walsh series. We
binary stochastic process, the output of a given combinational write , for any n-input Boolean function S.
circuit S is also a binary stochastic process (5(1(t)) 6 {0, 1):

6 T}. We define a distance D5LX (t),  Y(:)) between the
responses to two inputs 1(t) and Y(t) as the fraction of the S(i)  = ~~ b1 Wal (1, .~) ( 10)

j E D~time that the output S(X(t) )  differs from S( Y(r)). If 1(t) is the
signal input process in the absence of noise and X N (f )  = where

— { (X N .f l_ l ( t) ,  XN.fl_2(t) , “, X p~ 0(t) ) E V,,i r 6 T} a noise-
corrupted input process , then , in general , S(X(t)) * S(XN ( t ) )  b1 = 2 ”  ~~ S(~~) Wal (i , 

~~
). ( I I )

and we write the error at the output due to noise at the input
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Two Boolean functions S1(i) and S2 (i) on V~ are said to be a) D8(Y(t), 7(t)J = ElsE Y(t),X( t )]  ~ 0 (18)
equivalent [13] if there is a sequence of permutations and
complementations of some of the variable s (x ,,_ 1, X,~_2 ,  b) D5[1(t), 1(t)] = 0 (19)
x 0 > to produce (y,, ....~ , .Y~ —2 ,  “S Yo > such that , for every c) D5 [.Y(r), 7(t) ] ~~D5[1 (t), 2 (t)]
~:E v~,

+ I) 5 [2 (t), 7(t)] .  (20)
S1 ( j)  a S~( i)  = d, for d 6 (0. 1). (12) 

Combining (4), ( 1 and (10), we have the following Walsh
representation for the error 

~~ at the output of the combina-
A. Assertion I (See Appendix Ifor Proof) tional circuit S for sign al 1(t) corrupted by noise N(r).

Let an n .input Boolean function S(i) as represented in (10)

I ~~ b1 Wal (1, 1(t))• be transformed under an equivalence operation (permutations 
~ = E 

r .-~

or complementations) to r L i E D~

Q(~
)=  ~~ q1 Wal (i ,~~) , (13) 

— 

~~ 
bf Wal (i

~
IN(t))]

! 
(21)j E D~ IED~

a) If Q(i) is the complement of S(i), then
where the identity a a b = (a — b) 2  for a , b E  {0, 1} has been
used. The following relations hold:1 1 — b 0, f o r i = 0

q1 = 
— b~, foriED~ 

— {0} = (1, 2,”~, 2”— 1}. E{[l _Wal(i,N(t))]2} =2 (1 — E [ W a l  (i, N(r))]} (22)
(14)

which vanishes if i = 0; and
b) If out of ~ 6 V,,, the inputs x11, x12, ‘

~~
‘
~ 

X
7,, 

,where
m ~ n , are complemented , then E ([ I — Wal (I, N(r))] [1 — Wal (/ .  .V(t)) ] } = 0 (23)

q1 = b, Wal (i, h)  (15) if i or / = 0. By using (5) ,  (22), and (23), we can put (21) in
the following form:

where

~s = Es (N) + ~ s (N, X )  (24)
m

h = ~~ (IS a) where
2

~~ b,2[ 1 —E fW al (i, N(t ) )) ]  (25)
IED~c) If x0 and x3 (0 ~ a, ~ < n) are interchange d , then

which depends only on noise , and
I b~, for those i where i~ =qg =~ (16)

~~~~~~~ for those i where i0 * i~. ~s(N, I) = 
~~~ b181

Er i *j : i .j ED ~
This assertion will be used to prove that the part of the error E{[  — Wal (I, N(t) )]  . [ I  — Wal (/, N(t)) ]which depends only on noise statistics is invariant over corn-
plementations in Boolean functions and over an interchange of Wal (10 /, X(t))} (26)
inputs under certain conditions.

which depends on both signal and noise . Note that D~ may be
replaced by D~ — (0). Equations (24)—(26) are general results

IV . NOISE ERROR IN COMBINATIONAL CIRCUIT for system errors.
Under the complementation operations in Assertion I: a).We have defined previously a distance D5 [X( t) ,  ~f t ) ] b), which transform S to Q, equations (14) and (15) indicatebetween the responses of a combinational circuit S to the that q12 = b~2 for 1* 0. Hence , ~Q(N)  = ~~(N) . Furthermore ,inputs 1(t) and Y(t) in a qualitative manner. For stochastic using (16) and (25), we haveinputs over a discrete tim e domain T,

D5[ 1(t), 7(t)] ~Q() 
= _j -

~
-j - 

~~ 
~~ b1 2[ I — E{Wai (I, ~V(t))}J

~0

I l 1 2
— 

~~ 
[S (1(t)) O S (Y(t)) ]

1 
(17) + —  

~~~~~ b 1~[lTI ~~ r I T )

where D5 [‘ , j  satisfies the following properties: — E{Wal (i 0 20 a 2~, N(t))}J. (27)  
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Now , in vie w of (9). if N0(t ) ,  Na(t )  are identically distributed then the component error expressions ~~(N) and ~5(N , X)  in
and independent from the other noise processes , (25)  and (26) for the Boolean function S represen ted in (10)

can be simplified , respectively, to
EfWaI [ja 20 a 2~. N ( t ) ] }

= 2 ~~ b1 2[ 1 _ p N him (
~~] (33)

= E{ Wal [1, N ( t) ] }  ~~~~~~~~~~~~~~~~~~ (28) iED~

Since exactly one out of fi0, i~} will be I if i~ *i~, and since and
( I ) %*J 0 ( t)  and (_ l ) N 13(t ) have the same mean , it follows from
(25)  and (27) again that ~ ) (N) = ~8(N) . Hence , we can make Es(N , X )  = ~~~~~ b1b, [ l  + pN

H m ( t
~~~

the followin g assertion. t~~~j t ,j ED~~

A. Assertion 11 _p N I m ( t )_ p N Hm
~~ )]pX h m

~~~~
1) (34)

~1For a given combinational circuit S. the noise-dependent where
error term ~~(N) is I) invariant under a complementation of
its Boolean function and/or a complementation of any subse t Px = I — 28x (35)
of the inputs , and 2) invariant under an interchange of inputs
x0(r) and x~(t)  if the noise processes (N0(t) ,  N~(t)} are m dc- and
pendent of (N1(t) : i � a , j3} and the probabilities of N0(t) = 1
and of N0(t) = I are equal . PN = 1 — 26 N (36)

V. ERROR FOR INDEPENDENT AND and D~ may be replaced by D~ — (0). Note that E 5 (N) in (33)
STATIONARY INPUTS is a polynomial in the expected value of the noise and that

The noise-error formulas in (25) and (26) are quite involved , E5(N , I )  in (34) is a polynomial in the expecte d values of the

and it is difficult to interpret the dependence of ~~(N) and sign al and the noise. Both are relativel y simple to compute and

E5 (N , X) on the statistics of the noise and the signal . We shall their sum can be plotted versus 6 N for different values of ‘5x
now show that , when the signal and noise are independent and for a given combinational circuit.

stationary processes, each identicall y distributed , E5 (.N) is VI, SPECIAL SITUATIONS
expressible as a polynomial in the expected value of the noise
and ~5(N , X)  as a polynomial in the expected values of the We now examine the behavior of the error for three special

signal and the noise , Preparatory to the substantiation of this situations; namely, A) the low-noise case , B) the case of

statement , we first need to establish a lemma. = 0.5 , and C) the unbiased-signal case.

A. Lemma (See Appendix II for Proof) A. The Low-Noise Case: 8N ~~ I

If X1 6 (0, I} are independent and identically distributed In such a case, we can use the approximation

binary random variables (0 ~ / < n) with Prob (X, = I) =
then PN k = (I — 2t5N) ” ~~~ I — 2k8 ,~ (37)

and write (33) and (34) asE{Wal (i, 1)) = (1 — 26~ )Jim(l ) (29)
Es (N) = 2& N eo (38)

where Hm(i) denotes the Hamming weight of i:
and

n — i

Hm( i)=  ~~ 1,. (30)
Es(N, X) = 28N ~~ ekpx ” (39)

k — i

Under the assumption tha t  the signal and noise are inde-
pendent and stationary processe s, each identically distributed , where , for 0 ~~ k ‘~~ n,
we obtain the following important simplified results from (25)
and (26) immediately, with the aid of(29). e,, = ~~~~ b.b1[Hm(i) + J J m ( / ) — H m (f a / ) ] .  (40)

B. Assertion III 
~,jED ~

Hm(l~ j ) k

If 1X 1( t ) .  N~(r) :  0 ~ I < n }  are independent and stationary Substituting (38) and (39) in (24), we have
with

I,

Prob [ X ,(t) = 1) = E [X 1} = (31) Es = 26 N ~~ e,,p x ”. (41)
k-O

and
Hence, we can conclude from (41) that , in a low-noise situation .

Prob [N 1(t) = 1] = E{N 1} = (32) the error ~~ increases approximately linearly with 6 N’  the

-- ~~~
.- - - — —. —-— -- -- ----- —• — -- -
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constant of proportionality hc~ i~ ~ polynomial in P x -  This
conclusion is exhibited in Figs. 2 ( a )  and 3(a). N ut e  that  ~ is ‘0

independent of the signal if , and only it , e~, = 0 for 0 <k ~ ‘:. ,
~ ~

I

B. The C’ase of b \ =0.5 0,7
0.3

This is a case of very hi gh noise and , from (36Lp ~ 0. We
have

I +pN H m ( i b ) )  _
~ pN~~

P 1

~~
) _ p

N
Hm (1 )

~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 5

-‘ f o r i = / *0
=

~~ 1, l’or i * / *O  (42)  ~ç-

4 0, for i or / or both = 0.

2. 0 0 ‘~.00 6.00 6 .00 10.00• By substi tution of ( - 32) in (34) and then combining with (33 1. - 

~~~
we obtain

(a)
n

~s ( N )  + Es (N, X )  = ~~ Ckp X k (43) a
0

k=O 2

where

= 2 ~~ b~
2 (= Es (N))  (44)

~ sD~ {o}
0

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ iiy  dependent on
and

c~, = ~~~~ b b 1, I ~~~~~~ (45)
i,j~~D~~— (O}

Urn (j~ j)nk

Hence , ~s is a polynomial in Px as in (41). E~ is independent ~~ ________________________________________
of signal X(t) if, arid only if , ck = 0 for I ~~k ~~n. Th.oo 2 . 0 0  4 00 5.00  ,.00 1 0 . 0 0

X 1 C - i )
NC The Unbiased-Signal Case (b)

In many situations the signal has no bias , or the environment Fig. 2. (a) Low-noise error curve for circuit 1. (b) High-noise error
is not known ; it would be reasonable to assume = 0.5 or curve for circuit 1.

Px = 0. Hence E5(N , X)  = 0 and

= ~8( N) ~~ 2 ~~ b82[I ~~~~~~~~~~~~ 
(46) the Walsh-series expansion in (10), is found b y ( I l )  to be

iED~
~~= 2_ 2 [2 1 — l 0 — l 0 0 —1 ] .

The error is then invariant over each equivalence class.
In order to examine the behavior of the error curves in both

VII . NUMER I CAL EXAMPLES AND ERROR CURVES the low-noise and the high-noise situations , the e1, coefficients
We shall now app ly the method developed in the previous in (40) and the ca coefficients in (44) and (45) are computed.

sections to determine the error at the output of two combina-
tional circuits as a function of the expected values of the signal e0 = 0.75, e1 = e3 = 0, e2 = 0.25
and of the noise at the input .  Both the signal and the noise- c0 = 0.50, c1 = c2 = =
component stochastic processes are assumed to be independent
and stationary , each being identically distr ibuted.  The error 

~~ versus 5 N curves are plotted in Figs. 2(a) and 2(b). It is seen

~s will he calculated and p lotted versus 
~~ N for different values that , in the low-noise range , Es increases almost linearly with

of ~x . Two sets of error curves (one set for a low-noise and 
~~~N and is dependent on &~ because e2 is nonzero. In the

the other set for a high-noise situation) are presented for the entire high-noise range . E8 depends minimally on 6,~ and
Boolean function of each combinational circu tt.  becomes independent of 

~~~~ 
at 

~~N = 0.5 , in agreement with
the Ck ’S being zero for k � 0. The error curves are monotoni-A. Circuit I A Three-Input Function: S(i) = X 2 X 1X 0 + cally increasing, and thus a maximum uncertainty (& N = 0.5)

X 2X 1
’X 0

’ +X 2X 1 does not cause a maximum error. The compactness of both the
For this Boolean funct ion , 5(x) = 1 for x E (2. 4 .6 , 7) and low-noise and the high -noise error curves is apparentl y due to

the vector b , representing the coeffic ients b1 (i = 0, I , ‘- ‘ , 7) of the sparseness of the vector b.

-- - - 
~~~~~~~ . ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - --
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B. Circuit 2 —A Four-Input Function S(~ ) =x 3’x 2 ’(x 1 ex 0) + 2

(x3 ~X2~L~i
’Xo’ +(x 3’ +x 3x 2 ’~fr 1x 0 8:

Here,
0.3

S( i )=  I forxE (1,2, 3,4,7, 8, 11)

the vector 6 is
~~ 
;

5 = 2 — ~ [7 — l — 1 3 3 — 1 — l — l 3 —I — 1 — 1 —I

—-1 —1 —51 0

and the ea and Ca coefficients are
e0 = 1.250 , e1 = 0.750, e2 = 0.250,

= —0.250, e4 = 0 °b.oo 2 .00 4 . 0 0  6 . O i  6 .00  10 ,00
( X l D - 2 )  ‘SN

C0 = 0.492, C 1 0.0312, C2 —0.0l56, (a)

c3 = —O.03l2, c4=—0.039l. 2 
—

Es versus 8N curves are plotted in Figs. 3(a) and 3(b). In the
tow-noise range, E~ 

increases almost linearly with 8N-  The
0.5slope of the error curves decreases fairly linearly with increasing
0.7
0.38x ; hence , the low-noise error is upper-bounded by the ~~ = 0

line. This linear dependence on 6,~ results from the dom inance 0

0.9of e1 over the other ea ’s. The high-noise curves demonstrate ‘S
5

0 

0.001

two phenomena : firs t, heavily biased signals (8~ = 0.001 ,
0.990.01, 0.90, 0.99) suffer less error with greater noise above

= 0.5; second, the value of 6N at which the maximum
error occurs increases with increasing O~~. This complicated
behavior is a hallmark of the absence of, or having few, zero 0.01

Walsh coefficients (b1’s).
~‘b, 00 2 .00  ‘4 .00 6 .00  8.00 10.00

V11I .CONCLUS ION ~~~0’) N

This paper presents a procedure for analyzing the stochastic
behavior of digital circuits by the use of Walsh functions. In Fig. 3. (a) Low-noise error curve for circuit 2. (b) High-noise error

par ticular, the error at the output of a combinational circuit 
curve for circuit 2.

caused by noise is studied by defin ing a distance measure
between the responses to the signal and to the noise-corrupted
signal. By restricting the noise to be dyadically additive , which Using (10) and the fac t that Wal (0, .

~
) I . we have

is perfectly reasonable , Walsh representation is used to obtain
the error in terms of the input statistics. It is shown tha t the Q(~ ) Wal (0, ~ ) — ~~ b1 Wal (i, ~ )
error can be expressed as the sum of two parts: one part iED~

depends only on noise statistics, and the other on both signal
and noise. The former is invariant for equivalent Boolean func- = (1 — b0) Wal (0, i) — b. Wal (i, i). (A2)
tions, if the noise processes are independent and identically
distributed. Under the more constrained condition of inde-
pendent and stationary noise and signal processes, each iden- Comparison of (A2) with (13) proves (14).
tically distributed , the error is a polynom ial function of the b) Complementing the in inputs changes ~ to j  = I ~
expected values of signal and of noise. In a low-noise situation, 

with h given by (I5a), which implies h1,, = 1 for all k. As a

the error increases linearly with the expected value of the result ,

noise at the input. For unbiased signals , the error polynomial
is invariant over each equivalence class. These properties are ~~~ 

= S(3) = S(i ~ 6)
exhibited in two typical examples. 

= ~~ b1 Wal (I, I ~ 6)
iED ~APPENDI X I

Proof of  Assertion I = ~~ [b 1 Wal (i , 6)] Wal (1, 1) (A3)
a) By hypothesis,

Q(I)  = I — S(i). (Al) from which (15) follows directly.
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c) Interchangingx0 and X p changes i to3~ and Combining (A5) and (A6), we have

Q(I)  = S(3) = ~~ b1 Wal (f j~) 
E[Wal (1, .Y)] = Prob [Wal (i, r) = I i

— Prob [Wal (i, I) = — 1]

+ ~~ b1 Wal (i, j ~J .  (A4) H m ( ()  / J im(i)\
= 

~ I 1(~’6X) W(I  _ H,n(O’— w

w o  \ W /
(ci) f f i ~ = i~, Wa! (i,~~) = Wal (i, I) .  Thus q, = b1. 

= (1 28 )““‘> (A7)
(c2) Ifin *ip, thenfor/ i 2°~~20,j a *j p. X

We have Wal (a, $)  = Wal ( j , i), and Wa! (/. j~) = Wa! (i, I ) .  which is (29), the lemma to be proved.
Thus,

q1 — bj~2 a~2p. 
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